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OutlineOutline

u Overview

u Architecture

u Requirements

u Development, Test and Verification

u Organization and Staffing

u Configuration and Risk Management

u Schedule
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The Big Picture The Big Picture –– Ground System Architecture Ground System Architecture
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Instrument Operations Center OverviewInstrument Operations Center Overview

u Receive Level 0 data telemetry
packets from Mission
Operations Center (MOC)

u Perform science data
production to generate Level 1
products

u Build and verify commanding
plan for LAT instrument

u Support housekeeping
monitoring of the instrument
for health and safety

u Verify instrument performance
and trending

u Archive all Level 0 telemetry
packets and Level 1 products
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IOC Functional ArchitectureIOC Functional Architecture
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Ground Operations Ground Operations –– Data Path Data Path
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Ground Operations Ground Operations –– Commanding Path Commanding Path
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Requirement FlowRequirement Flow
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IOC Key RequirementsIOC Key Requirements

u Level 0 Data

– Receive Level 0 data from MOC, verify content and separate into
housekeeping, calibration, science, and engineering data

– Process at least 10 GB of Level 0 data per day

– Verify up to 4 GB of current data within 4 hours of receipt

– Make data available to DPF (Data Processing Facility) upon completion of
validation

– Verify up to 4 GB of delayed data within 24 hours of receipt

– Archive all received and processed data

u Level 1 Data

– Complete processing of Level 1 data within 24 hours of receipt of Level 0 data

u Alert Messages

– Receive SC, GBM, and LAT alert messages from MOC

– Use associated LAT data to validate and refine alert information
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IOC Key Requirements (cont.)IOC Key Requirements (cont.)

u Instrument Health and Safety Monitoring

– Receive LAT and SC housekeeping Level 0 data and convert to engineering
units

– Monitor LAT health and configuration in real time

– Maintain operations log to record operations activities

– Perform trend analysis of LAT housekeeping data

– Receive detailed diagnostics on science quality and instrument calibration
from DPF

u Instrument Commanding

– Generate instrument memory loads and commands to modify LAT
configuration or flight software and to perform LAT calibrations

– Coordinate nominal commanding with SSC and test or contingency
commanding with MOC

– Provide instrument memory uploads and commands to MOC for uplink to the
LAT

– Develop LAT contingency procedures and support anomaly resolution

– Maintain and archive history of LAT commands and uploads
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IOC Key Requirements (cont.)IOC Key Requirements (cont.)

u Develop and maintain configuration control of databases for LAT
operations

u Monitor and Assess Instrument Performance

– Receive and process up to 200 GB of test and calibration data per day

– Adjust instrument tables, engineering calibration, or software as required

u Instrument Configuration

– Control configuration and maintain integrity of LAT onboard calibration and
operating parameters

– Modify flight software and update LAT configuration as needed

u Validate and Maintain LAT Flight Software

– Provide configuration control and maintain integrity of LAT flight software

– Verify on-orbit operation and performance of LAT flight software
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IOC Key Requirements (cont.)IOC Key Requirements (cont.)

Maintain and Operate LAT Test Bed

– Utilize LAT test bed to validate and verify changes to LAT flight
software, instrument parameters and command procedures

– Test bed shall be available to support anomaly resolutions

u Mission Support

– Support in-orbit checkout

– Provide MOC with updates to TLM and CMD databases, LAT flight
software, and command procedures

– Coordinate scheduling and planning of LAT operations activities with
SSC
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Requirements Traceability and VerificationRequirements Traceability and Verification

Ground System Requirements
Document

433-RQMT-0006

LIOC4100 Instrument Calibration

LAT IOC Performance Specification
LAT-SS-00015-1

5.7 Instrument Calibration

LAT Operations Facility Subsystem
Specification

LAT-SS-00021-7

5.9 Instrument Calibration
5.9.1 Receiving Calibration and

Instrument State Data from
the PDF

5.9.2 On-Orbit Parameter
Maintenance

5.9.3 On-Orbit configuration Update
5.9.4 Upload Generation
5.9.5 Instrument Configuration
5.9.6 Instrument Configuration

Change Notice

LAT Science Analysis Software
Specification

LAT-SS-00020-D

5.7.9 Monitoring and Updating of
Instrument Calibration

Example of Flowdown from Ground System Requirements
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u The LAT IOC concept of operation and design is based upon
experiments at SLAC

– Most LAT team members worked on USA (Space) and BaBar (Ground)
experiements

• Unconventional Stellar Aspect (USA) experiment that was part of Advanced
Research and Global Observation Satellite (ARGOS)

u Significant portion of the instrument operation software will use
LAT I&T EGSE/Online Software

– The following capabilities shall have been validated during integrations and
LAT instrument level testing

• Data quality and Housekeeping quality monitoring

• Command and file upload

• Configuration management

• Instrument calibration strategy

u DPF (provided by SAS) strips off the Level 0 Housekeeping
telemetry and provides the “Quick-Look” analysis tools to verify
data and instrument’s science integrity

LAT IOC Heritage & Design ApproachLAT IOC Heritage & Design Approach
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IOC Release Plan SummaryIOC Release Plan Summary
u The LAT IOC has two major releases to support Mission GRTs

– IOC S/W Release 1 (8/19/04) to support Mission GRT 1-4

• Telemetry and Instrument monitoring

• Command , data processing & transfer interfaces

• Trending analysis

• Observation planning & coordination

• Reporting

– IOC S/W Release 2 (9/22/05) to support Mission GRT 5-7

• Observatory integration database

• Final I&T Online S/W release

• Data quality monitoring (Quick Look Reports)

• Launch release

u Interim Build versions and database updates are expected and
planned

u Release 3 and 4 are pre-launch database updates

u IOC Operational software releases are independent of SAS software
(see Section 5.5)
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u Significant portion of the IOC validation shall be conducted
in conjunction with LAT I&T testing

– IOC engineers support the following I&T and SAS
activities

• Instrument integration

• T/V testing

• SAS data challenges

• Ground readiness tests

• End-To-End tests

LAT IOC Element Level TestingLAT IOC Element Level Testing
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LAT IOC OrganizationLAT IOC Organization
Instrument Operations

Center
WBS 4.1.B

D. Lung, SLAC

LAT Operations
Facility

L. Bator, SLAC

Mission (Instrument)
& Ops Planning

WBS 4.1.B.3

LAT Ops Facility
WBS 4.1.B.4

LOF Test
WBS 4.1.B.5

LAT Ops Verification
TBD, SLAC

LAT Performance
Verification
WBS 4.1.B.6

LAT I&T Support
WBS 4.1.B.7

Mission (Instrument)
Support & Ops
L. Bator, SLAC

MSI&T Support
WBS 4.1.B.8

MO&DA
WBS 4.1.B.9

Operations Integrated
Product Team

SU-HEPL, SU-SLAC, GSFC,
NRL, UCSC

Performance
Assurance
D. Marsh
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IOC StaffingIOC Staffing
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IOC ScheduleIOC Schedule
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Management PlansManagement Plans

System Engineering
Management Plan
LAT-MD-00066-01

A

Project Management
Plan

LAT-MD-00054-08
A

Work Breakdown
Structure

LAT-MD-00033-06

Performance
Assurance

Implementation Plan
LAT-MD-00039-01

A

Risk Management
Plan

LAT-MD-00067-03
A

Configuration
Management Plan
LAT-MD-00068-01

A

LAT Science
Verification Analysis

Calibration Plan
LAT-MD-00446-04

A

LAT Instrument
Verification Plan

LAT-MD-00408-01

GLAST LAT Quality
Manual

LAT-MD-00091-01

LAT EEE Parts
Program Control Plan

LAT-MD-00099-03

LAT EEE Parts
Program Control Plan

LAT-MD-00099-03
A

GLAST LAT S/W
Management Plan
LAT-MD-00104-02

       A

A- Approved by GSFC/GLAST Project Manager & DOE Federal Project Manager
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LAT Configuration ManagementLAT Configuration Management

GLAST Project Office
433-PROC-0001

LAT Configuration
Management

LAT-MD-00068-01

Spectrum Astro

Tracker
SLAC/UCSC

LAT-MD-00068-01

ACD/GSFC
LAT-MD-00845-01

CAL/NRL
LAT-MD-01486-01

LAT CM

Major Supplier CM

Italy France

 LAT CM Defined By LAT MD-00068-01

• Major Supplier CM defined internally

• Key Subsystem Doc CM Transferred to LAT
CM upon Subsystem Delivery to LAT

• Change Control Process In Place

 
 
  
  
 

Impact to  
requirements, cost, 

schedule? 

NO Need for 
Change 

Identified 

Level 4 change. 
Change is implemented and  

DCN is distributed to LAT team. 

RPE submits Change 
Request  (CR) for 
manager approval. 

YES 

Level 2 or 3 change. 
RPE submits a Change Request 

(CR) for CCB screening. 

CR is sent to the 
Configuration Control 
Board for approval. 

GSFC  
approval required? 

YES, 
Level 2 

CR is sent to GSFC 
for approval. 

If approved, the change is  
implemented and the CR and DCN 

are distributed to the LAT team. 

NO, 
Level 3 

 LAT CM  Elements

 LAT CM  Change Control Process

u LAT configuration management system and process
encompasses the LAT IOC – IOC is in integral part of the LAT
instrument development
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IOC Configured ItemsIOC Configured Items

u LAT IOC Performance Specification LAT-SS-00015

u LOF Subsystem Specification LAT-SS-00021

u SAS Subsystem Specification LAT-SS-00020

u LAT Operations Facility Specification LAT-SS-01783

u SAS Design Specification LAT-SS-00505

u Command and telemetry databases

u Instrument operational scripts and files for upload

u Instrument operation and contingency procedures
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Risk ManagementRisk Management
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 LAT Risk Management Defined By
LAT-MD-00067-03

• Parallel Process To GSFC ….
• Continuous Process Across LAT
• Risk Ranked By Probability and Impact

to Technical, Cost & Schedule

Risk Ranking

u No moderate or high risk

u LAT project has plan and process in place to address
potential risk

5 13 16 19 22 25
4 11 14 17 20 23
3 9 12 15 18 21
2 7 10 13 16 19
1 5 8 11 14 17

1 2 3 4 5
Probability

High Risk (Mitigation Required)

Im
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Low Risk (Selected Mitigation)

Moderate Risk (Selected Mitigation)



5.4 - 24

u IOC Subsystem Peer Review – November 2003

u IOC Subsystem CDR – February 2004

u IOC readiness dates support the Ground Readiness Testing

– GRT# 1-4: IOC ready by August 2004

– GRT# 5-7: IOC ready by September 2005

Key EventsKey Events


